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The complexity of a protein sequence - that is, its

information content - is related to structure and function

[1,2]. As far as we know, sequences of proteins with defined

structures tend to have higher sequence complexity, whereas

sequences of intrinsically unstructured proteins (IUPs) are

of lower complexity. A significant part of an IUP is devoid of

a stable three-dimensional structure when free (unbound) in

solution. Unstructured or disordered proteins are known to

have numerous vital functions [2], and simple sequences

apparently evolve more rapidly than those of highly

structured proteins [3].

Living systems have either adapted to IUPs very early in

evolution or have evolved complex mechanisms to take

advantage of their properties at a later stage. A recent report

in Science by Gsponer et al. [4] indicates that in yeast,

regardless of evolutionary time scale, the regulation of the

production, maintenance and function of unstructured

proteins can occur at multiple levels: during mRNA trans-

cription and degradation, during protein translation and

degradation, and by controlling the fidelity of transcription

and translation. Such regulation of IUPs at nearly every

stage of transcription and translation may be warranted to

ensure precision, speed and flexibility in biological control

[5]. An intriguing question is how the cell coordinates the

DNA → RNA → protein sequence → structure → function

paradigm to orchestrate IUP lifetimes. While specific mecha-

nisms and pathways may vary for different IUPs, analysis of

the Saccharomyces cerevisiae proteome illustrates the

range of molecular strategies that control the availability of

such proteins within the cell.

BBootthh  mmRRNNAA  aanndd  pprrootteeiinn  sseeqquueennccee  ccaann  aaffffeecctt  mmRRNNAA
ssttaabbiilliittyy  aanndd  ttrraannssllaattiioonn  rraatteess
The mRNA nucleotide sequence provides the codons

specifying the amino acid sequence of the encoded protein;

thus, the two sequences are not independent of each other.

So, even though the degeneracy of the genetic code prevents

a one-to-one sequence relationship, it is expected that

simple low-complexity protein sequences would enforce

some constraints on the encoding mRNA sequences,

although it is still unclear to what extent. Such relationships

have been observed; for example, GC-rich genomic regions

encode some simple protein repeats [3]. DNA sequence

analysis also shows that dinucleotide occurrences are

remarkably non-random, thus biasing codon frequencies

[6]. Codon usage also reflects a correlation with GC content,

a correlation probably resulting from constraints on the

primary genetic structure [7]. More directly relevant to

disordered protein sequences is the possibility that α-helices

and β-strands could be preferentially ‘coded’ by stems in

mRNA secondary structure, and coils by mRNA loops [8].

Statistical analysis of retroviral mRNA supports a relation-

ship between mRNA secondary structure and the proteins

they encode [9]. However, a comprehensive analysis of the

sequences of IUP mRNAs and their potential secondary

structures is needed.



Less structured mRNAs are intrinsically less stable and more

easily degradable. Jeff Ross has argued that it would make

little sense to synthesize very stable proteins from unstable

mRNAs, and that it makes more sense to have unstable

mRNAs encode unstable proteins [10]. mRNAs that encode

proteins produced only in short bursts in response to

internal or external stimuli have short half-lives [10].

Nevertheless, for short-lived IUPs, the degradation of mRNA

due to less structure may not be as important as the trans-

cript degradation signal encoded by poly(A) tail length.

Indeed, Gsponer et al. [4] found that 60% of the IUPs in the

U group (highly unstructured proteins with 30-100% of the

sequence unstructured) have a short poly(A) tail compared

with only 20% in the S group (highly structured with less

than 10% of the sequence unstructured). This large differ-

ence strongly suggests that the length of poly(A) tail is a

signal for mRNA degradation in IUP-coding mRNAs. The

minimum length of a poly(A) tail is around 22-33 adeno-

sines to allow its efficient interactions with the 5′ cap

sequence, with other proteins to protect against 5′ and 3′
degradation, and to form a stable translation complex [11].

Less structured mRNAs are a priori expected to have faster

translation rates as they do not incur the energy penalty of

having to open up RNA secondary structure. Such high

translation rates may not always be desirable. In principle,

disordered regions with low sequence complexity can be

coded to decrease translation efficiency. Even without a

protein-mRNA correlation, the sequence of the coding

regions can affect mRNA secondary structure [12] and thus

help control protein synthesis. However, secondary struc-

ture can have different effects: in the hepatitis C virus, the

stable RNA structure may prevent translation mediated by

the internal ribosome entry site [13]; on the other hand, a

purine-overloaded virus-encoded mRNA lacking secondary

structure also had low efficiency of translation, preventing

protein synthesis and thus endogenous antigen presentation

[14]. Remarkably, reducing the purine bias through

constructs that expressed codon-modified sequences while

maintaining the encoded protein sequence increased the

amount of stem-loop structure in the corresponding

mRNA and dramatically enhanced synthesis of the viral

protein [14].

Therefore, to ensure slow synthesis of IUPs and thus avoid

protein aggregation (to which IUPs are prone), there could

be a mechanism for overwriting possible interference from

mRNA secondary structure; this might comprise a dual

poly(A) tail function to regulate both mRNA degradation

and translation, with a shorter poly(A) tail being less

efficient at ribosome binding [15]. Thus, with short poly(A)

tails, the mRNAs of IUPs could ensure low ribosomal density

and slower translation rates. Although this possibility was

not explicitly discussed by Gsponer et al., it could also

underlie the lower ribosomal density shown in one of their

schematic figures.

PPrrootteeiinn  ppooppuullaattiioonn  sshhiifftt  aanndd  ccoonnffoorrmmaattiioonnaall  sseelleeccttiioonn
dduuee  ttoo  ppoosstt--ttrraannssllaattiioonnaall  mmooddiiffiiccaattiioonn
Molecular disorder has been viewed as local or global

instability. Yet, even when proteins appear disordered, there

are preferred conformational states, with higher population

times [16]. Thus, IUP conformations that potentially bind to

a variety of binding partners can be hidden in the illusion of

seeming disorder. As they are unstable, they might not be

observed by experiment.

The definition of an ‘unstructured’ or ‘disordered’ protein is

based on current experimental timescales for protein

structure characterization. IUPs are highly dynamic, how-

ever, and advances in analytical techniques have revealed

previously unobserved details of the ensemble of structures

they adopt. For example, upon binding to the KIX domain of

the CREB-binding protein, the folding and binding of the

intrinsically unstructured phosphorylated kinase-inducible

activation domain (pKID) of the transcription factor CREB

results in an ensemble of transient encounter complexes

[17]. This ensemble is at least partially produced by selection

among pre-existing pKID conformations. In another

example, a structural ensemble of ubiquitin with solution

dynamics up to microseconds has been revealed to cover the

complete structural heterogeneity observed in 46 ubiquitin

crystal structures, validating a molecular recognition mecha-

nism of conformational selection [18] rather than induced-

fit for ubiquitin [19]. The heterodimeric FACT (facilitates

chromatin transcription) protein is predicted to have large

IUP regions in each subunit. Successive high-speed atomic

force microscopy (AFM) images of FACT on a mica surface

clearly reveal two distinct tail-like IUP regions that protrude

from the main body of FACT and fluctuate in position [20].

IUPs are on average twice as likely [4] as other proteins to be

substrates of kinases, highlighting the importance of post-

translational modification in fine-tuning IUP function. Post-

translational modifications of IUPs serve as important

modulators of the conformational energy landscape, which

in turn regulates IUP binding. An example illustrating the

importance of post-translational modifications in IUPs is the

p53 protein, which has more than a dozen phosphorylation

and acetylation sites, conferring different biological signals

[21]. As illustrated in Figure 1, ensembles may have clusters

of geometrically similar conformational substates separated

by low energy barriers. A post-translational modification can

bias this distribution, increasing the population time of a

cluster that preferentially binds a specific partner. Post-

translational modification is an allosteric switch, which can

turn on or off an IUP’s binding potential (Figure 1), with a

consequent binding and population shift.

Post-translational modifications of IUPs similarly serve as

on/off signals for their own degradation. In the case of p53,

phosphorylation at Ser20 turns off binding to the protein

MDM2, with a consequent increase in p53 concentration,

http://genomebiology.com/2009/10/1/204 Genome BBiioollooggyy 2009, Volume 10, Issue 1, Article 204 Ma and Nussinov 204.2

Genome BBiioollooggyy  2009, 1100::204



whereas phosphorylation at Thr155 targets p53 to

degradation via the ubiquitin system (reviewed in [21]).

Hence, selective post-translational modification modulates

the ensemble distribution via a dynamic conformational

selection mechanism [18,22], tuning it to functional need.

PPrreecciissiioonn  ccoonnttrrooll  ooff  tthhee  aabbuunnddaannccee  aanndd  ddyynnaammiiccss  ooff
IIUUPPss  bbyy  pprrootteeiinn--mmRRNNAA  iinntteerraaccttiioonnss
Transcription factors are enriched in IUPs, and many IUPs

are hubs in the cellular gene interaction network. This

network can be disrupted by changes in the abundance of

IUPs or by mutations introduced during transcription or

translation. For p53, whose concentration has to be low in

normal cells, the majority of cancer-related mutations occur

in the folded core domain that is responsible for DNA

recognition; the disordered amino and carboxyl termini have

considerably fewer cancer-related mutations. This could be

explained by these regions being less critical for function,

but it also reflects the fact that they are disordered regions

that already have broadly distributed conformational

ensembles and are thus less prone to disturbance.

Achieving a pre-existing steady-state production of a protein

is a prerequisite for an optimal dynamic response to a

cellular signal. Even though a rate of expression (trans-

cription and translation) can relate to fluctuation in protein

production, Raser and O’Shea concluded that stochasticity in

protein production is intrinsic to promoter-specific gene

expression and does not depend on the rate of expression

[23]. Gsponer et al. [4] have followed the Raser and O’Shea

argument: they investigated whether IUPs have lower
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FFiigguurree  11
The energy landscape of IUP conformations, the effects of post-translational modifications and their relationship to function. ((aa))  The x-axis depicts the
conformational ensemble. Conformations that are geometrically similar lie close to each other. The y-axis depicts the population size. ((bb)) The dynamic
conformational selection of IUPs through post-translational modifications and molecular interactions. Here two post-translational modifications are
shown: phosphorylation (P) and acetylation (K). Both result in conformational selection and population shift in the ensemble of structures. Many
structural clusters coexist for a seemingly unstructured protein. Post-translational modifications create allosteric perturbation sites, propagating through
the structures like waves. The observable outcome is a shift in the distribution of the population, biasing the ensemble towards conformers whose
structures are favored to bind specific partners. ((cc)) A specific conformation is selected by a binding partner with best complementarity to the IUP binding
site.
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transcriptional stochasticity than other proteins because of a

lower percentage of TATA box sequence in their promoters,

and observed this to be the case. In addition, the authors

also observed a lower stochasticity in the translation of IUPs.

If degenerate codon usage is similar for the same amino

acids, one might expect that the low complexity of IUP

protein sequences could lead to a more uniform translation

rate. However, the lower translational stochasticity found by

Gsponer et al. could also reflect additional regulation

mechanisms involving protein-mRNA interaction [24,25],

which could be optimized to maintain either constant or

oscillating protein levels.

Recent studies of the p53 system provide an insight into the

protein-mRNA regulation problem. The interaction of p53

and MDM2 is a typical feedback system. p53 transactivates

MDM2, and binding of MDM2 in turn leads to p53 degrada-

tion (which can be turned off by p53 phosphorylation at

Ser20). However, post-translational modifications and an

on/off degradation switch are insufficient to guarantee an

efficient response by p53 to cell stress. For additional trans-

lational control, p53 binds specifically to the 5′ untranslated

region of its own mRNA, thus preventing p53 mRNA trans-

lation. As a result, the higher the p53 concentration, the

lower the p53 mRNA translation [24]. Also, MDM2 interacts

with p53 mRNA; the RING domain of MDM2 binds to a

stem-loop structure in p53 mRNA at the Leu22 codon, thus

impairing p53-MDM2 binding, which mediates p53 degra-

dation [25].

The broad picture emerging from the accumulating data on

the sequence and structure of IUPs and their regulation by

protein-mRNA interactions vividly illustrates the molecular

strategies that nature has designed to efficiently control the

life of IUPs and the life of the cell. As a typical IUP that

regulates hundreds of genes, the p53 protein and its mRNA

serve as a paradigm of these sequence-structure-function

and cross-regulation relationships. Nature has optimized

IUPs to perform complex cellular functions, enforcing low

sequence complexity with consequent highly dynamic

protein conformation. As Gsponer et al. [4] show, IUPs have

evolved to be under tight regulation to minimize their own

half-lives and those of their mRNAs. Yet, since the sequences

of mRNAs and the protein sequences they encode are not

independent of each other, the lower sequence complexity of

IUPs may already imply lower structural stability and thus

shorter mRNA half-life. However, even if the lower stability,

in terms of the lower secondary structure content of the

mRNA, indeed derives from the lower complexity of the IUP

sequences, the stronger poly(A) length is an independent

degradation signal ensuring short mRNA lifetime. Post-

translational modifications can also serve as degradation

signals for IUPs by allosterically shifting the population to

states that bind proteins targeted for degradation. IUPs also

contain degradation-sensitive unstable hydrophobic-poor

PEST regions (enriched in Pro, Glu, Ser and Thr). Precision

control of transcription can be achieved by the TATA box

length and mRNA translational cross-regulation can be

attained by interaction with the encoded protein.
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