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Abstract 

Current clustering analysis of spatial transcriptomics data primarily relies on molecular 
information and fails to fully exploit the morphological features present in histology 
images, leading to compromised accuracy and interpretability. To overcome these 
limitations, we have developed a multi-stage statistical method called iIMPACT. It 
identifies and defines histology-based spatial domains based on AI-reconstructed 
histology images and spatial context of gene expression measurements, and detects 
domain-specific differentially expressed genes. Through multiple case studies, we 
demonstrate iIMPACT outperforms existing methods in accuracy and interpretability 
and provides insights into the cellular spatial organization and landscape of functional 
genes within spatial transcriptomics data.
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Background
Spatially resolved transcriptomics (SRT), a new generation of RNA profiling techniques, 
provides biological information at the cellular level while preserving the organization of 
the tissue and cellular microenvironment [1–4]. One category of SRT methods builds 
upon next-generation sequencing (NGS)-based SRT techniques, including spatial tran-
scriptomics (ST) [5], 10x Visium (an improved ST platform), Slide-seq [6], Slide-seqV2 
[7], and high-definition spatial transcriptomics (HDST) [8]. These techniques capture 
RNA molecules via spatially arrayed barcoded probes. The barcoded areas, namely spots, 
cover a group of cells and are usually arrayed on a two-dimensional grid. Another cat-
egory of SRT platforms is based on imaging techniques, such as seqFISH [9], MERFISH 
[10], and STARmap [11]. They measure the expression level for hundreds to thousands 
of genes at the single-cell resolution with detailed spatial organization information. With 
these advancements, SRT techniques have been widely applied to facilitate discoveries of 
novel insights in biomedical studies.
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A central challenge for SRT data analysis is to define clinically or biologically 
meaningful spatial domains by partitioning regions with similar molecular and/or 
histological characteristics, because the spatial domain identification serves as the 
foundation for several important downstream analyses, including but not limited 
to the domain-based differential expression analysis, trajectory analysis, and func-
tional pathway analysis [12, 13]. However, current state-of-the-art methods typically 
focus on achieving this goal solely by analyzing SRT molecular profiles, such as gene 
expression, while neglecting the valuable morphological or biological information 
present in the associated histology images. For example, the Seurat package, the most 
prevalent single-cell RNA sequencing data analysis pipeline [14, 15], utilizes only the 
high-throughput gene expression of each spot for clustering analysis but omits spatial 
context. On the other hand, several recently developed methods, such as the hidden-
Markov random field model [16], BayesSpace [17], and BASS [18], integrate spatial 
information using Bayesian frameworks, but do not leverage any information from 
the paired histology images. Meanwhile, a series of deep-learning-based methods are 
designed to integrate features extracted from the histology image to enhance SRT 
data clustering analysis. For example, SpaGCN [19] relies on the RGB channel data 
from areas surrounding spots for histological insights, whereas stLearn [20], MUSE 
[21], and SiGra [22] achieve image feature extraction via various deep neural net-
work models. However, those features do not explicitly reveal detailed morphological 
information (e.g., cell locations and types) and, thus, have limited ability to directly 
provide biologically or clinically relevant insights.

Different from molecular information, histology images characterize cellular struc-
tures and tissue microenvironments, which have been proven valuable in clinical 
diagnosis and prognosis [23, 24]. Computer vision algorithms have enabled us to auto-
matically segment cell nuclei from digital histology images at a large scale [25]. Recent 
developments in deep convolutional neural networks (e.g., H-DenseUNet [26], Micro-
Net [27], Hover-Net [28], and HD-Staining model [23]) have further integrated the auto-
matic identification, classification, and feature extraction of each observed nucleus in a 
histology image. In practice, a histology-based spatial domain (e.g., tissue) is defined as 
a group of cells with similar morphological and molecular context as a unit. Thus, we 
hypothesize that integrating spot-level molecular profiles and cellular-level image pro-
files from AI-reconstructed histology images—digitally processed tissue samples with 
AI-identified and classified nuclei, primarily using deep learning—could enhance the 
spatial domain identification in terms of both accuracy and interpretability.

Another challenge for SRT data analysis is to identify spatial domain-specific differen-
tially expressed genes (spaDEGs), which are defined as genes enriched in a given spatial 
domain. Recently developed methods, such as SpatialDE [29], SPARK [30], BOOST-GP 
[31], and BOOST-MI [32] focus on identifying spatially variable genes (SVGs), which 
represent genes with spatially correlated expression patterns [30, 31]. They character-
ize the global spatial dependency of a gene in the whole domain while ignoring the 
spatial pattern heterogeneity due to cellular organization, which could be observed in 
AI-reconstructed histology images. SpaGCN [19] proposed domain-guided differential 
expression analysis to detect spaDEGs without a rigorous statistical framework. There-
fore, there is an urgent need to develop a reliable statistical method to detect spaDEGs.
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This paper proposes a two-stage statistical approach by integrating Image and Molec-
ular Profiles to Analyze and Cluster spatial Transcriptomics data, or iIMPACT for short. 
The first stage is implementing a Bayesian finite mixture model to allocate all spots into 
mutually exclusive clusters, namely histology-based spatial domains. We decompose 
each mixture component into two sub-components to integrate image and molecular 
profiles. In particular, a multinomial sub-component is employed to model cell type 
abundance available in histology images. Following BayesSpace [17], we use a nor-
mal sub-component to model the low-dimensional representation of normalized gene 
expression from the matching SRT molecular profile. The Bayesian model also adopts 
a Markov random field prior (MRF) to encourage neighboring spots to be clustered 
in the same histology-based spatial domain. The spots’ neighborhood structure can 
be straightforwardly defined from the NGS-based SRT geospatial profile, as spots are 
usually arrayed on square or triangular lattices. Through the resulting posterior infer-
ence, we obtain histology-based spatial domains and their interactive zones, while 
characterizing each identified histology-based spatial domain by inferring its underly-
ing domain-specific relative abundance of cell types. The second stage is implementing 
a negative binomial (NB) regression model to search for spaDEGs, which are differen-
tially expressed between a given histology-based spatial domain identified in the first 
stage and all others. This approach directly models the numbers of read counts (used 
as a proxy for gene expression) in the SRT molecular profile to achieve minimum infor-
mation loss. iIMPACT could also be extended to analyze imaging-based SRT data via 
some special handling. Compared with existing state-of-the-art methods, iIMPACT is 
able to fully leverage information from the nuclei segmentation procedure on the his-
tology images for clustering analysis and has strong biological interpretability. Applying 
iIMPACT on multiple datasets from different SRT platforms (summarized in Additional 
file 1: Table S1), we confirmed that iIMPACT performed better on both spatial domain 
identification and spaDEG detection than state-of-the-art methods. We further demon-
strated that iIMPACT could capture biological features at both the spatial domain level 
and gene level. Therefore, by integrating image and molecular information, iIMPACT 
facilitates the discovery of new biological insights from SRT datasets.

Results
Overview of iIMPACT​

iIMPACT is a two-stage statistical method to analyze SRT data, with its workflow shown 
in Fig.  1. It includes two stages—histology-based spatial domain identification by a 
Bayesian normal-multinomial mixture model and spaDEG detection by an NB regres-
sion model.

To achieve the above goals, iIMPACT utilizes the morphological context of histology 
images and the spatial context of gene expression measurements, referring to the image 
and molecular profiles in Fig. 1A and throughout the paper. In particular, the molecu-
lar profile refers to the low-dimensional representation of normalized gene expression 
values at the spot level (denoted by Y  ), which is obtained by a pre-specified dimension 
reduction technique, such as principal component analysis (PCA). The accompanying 
SRT geospatial profile that records all spots’ locations is processed as an adjacent matrix 
(denoted by G ) representing the spots’ neighborhood structure. iIMPACT requires the 
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locations and types of all cell nuclei in the matching histology image. Combining with 
the geospatial profile, we can generate the image profile (denoted by V  ), which indicates 
the spot-level cell type abundance, i.e., the number of different cell types within a spot 
and its expanded area.

In the first stage, we employ a Bayesian normal-multinomial mixture model with the 
MRF prior [33, 34] to identify the histology-based spatial domains (Fig. 1B) and inter-
active zones, corresponding to those spots with less confidence to be allocated to any 
histology-based spatial domains. Through model parameter estimation, iIMPACT can 
infer the underlying relative abundance of cell types at each histology-based spatial 

Fig. 1  Workflow of iIMPACT: A iIMPACT starts by combining and processing image profile from 
AI-reconstructed histology images, and geospatial and molecular profiles from SRT data (circled by dashed 
lines) to conduct the histology-based spatial domain identification. B A Bayesian normal-multinomial 
mixture model with the Markov random field (circled by solid lines) is fitted for histology-based spatial 
domain identification. Based on the spatial domain identification results, biologically important cellular 
spatial organization can be characterized, including the domain-specific relative abundance of cell types and 
interactive zones (circled by dotted lines). C Domain-specific spaDEGs are identified by a negative binomial 
(NB) regression model
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domain to provide a reference to distinguish their histological types. In the second stage, 
an NB regression model is fitted for each gene and each histology-based spatial domain 
of interest, where spaDEGs can be defined (Fig. 1C).

Application to human breast cancer dataset

We applied iIMPACT to analyze an SRT dataset from a human breast cancer study. 
This dataset includes 2518 spots and 17,651 genes. The gene expression was measured 
on a section of human breast with invasive ductal carcinoma via the 10x Visium plat-
form, along with annotation from pathologists that was used to evaluate the accuracy 
of spatial domain detection (H&E-stained image with five annotated tissue regions in 
Fig. 2A). After applying HD-Staining [23] to the histology image of breast cancer tissue, 
we identified 156,235 cells within seven categories: macrophage, ductal epithelium, kar-
yorrhexis, tumor cell, lymphocyte, red blood cell, and stromal cell (detailed information 
in Additional file 1: Fig. S1).

Firstly, we compared the five spatial domains identified by iIMPACT, SpaGCN [19], 
BayesSpace [17], BASS [18], stLearn [20], and MUSE [21], with manually annotated 
domains by pathologists. We quantified the clustering performance via the widely used 
adjusted Rand index (ARI). It generally ranges from 0 to 1, with higher values indicat-
ing greater consistency between the identified spatial domain pattern and the manual 
annotation, as illustrated in Additional file 1: Fig. S2. We found that iIMPACT achieved 
the highest consistency with the manual annotation (see Fig. 2B. ARI = 0.634). stLearn 
(ARI = 0.527) and SpaGCN (ARI = 0.520) took the image-extracted features or image 
RGB values, respectively, instead of detailed histology information, which might con-
tribute to their less satisfactory segmentation of non-tumor regions. However, they 
outperformed BASS (ARI = 0.496) and BayesSpace (ARI = 0.419). Notably, none of the 
methods performed well in separating the fat region (in blue) from the fibrous tissue 
(in red) per the manual annotation. Detailed comparisons of spatial domains across dif-
ferent numbers of domains K  and the corresponding ARIs are presented in Additional 
file 1: Fig. S3 and S4, respectively. In summary, the better performance of iIMPACT sug-
gests the advantage of integrating both molecular and image profiles in the clustering 
analysis of SRT data.

Secondly, iIMPACT is able to define each individual histology-based spatial domain 
simultaneously by inferring the latent spatial domain-specific relative abundance of cell 
types parametrized by the Bayesian multinomial-normal mixture model (Fig.  2C). In 
contrast, other methods, despite their good capabilities in identifying spatial domains, 
currently lack the ability to effectively integrate cell type information and directly inter-
pret the identified domains in a biologically meaningful way. For example, as detailed 
in Fig. 2C, the proportion of tumor cells is higher in domain 1 (green spots in Fig. 2B) 
than in other domains, indicating that domain 1 is the tumor region. This inference is 
consistent with tumor regions in the manual annotation. Domain 2 (blue) and domain 
5 (red) have a similar proportion of stromal cells, while the proportion of lymphocytes 
in domain 2 is higher than in domain 5. The difference in the relative abundance of cell 
types may indicate the functional difference between these two domains. These examples 
confirm that iIMPACT is able to provide biological interpretation of spatial domains.
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Thirdly, iIMPACT can identify the interactive zones among histology-based spa-
tial domains (Fig. 2D). Interactive zones are distinguished from the identified spatial 
domain. It is defined as spots with higher uncertainty on domain allocation, which 
potentially have higher diversity in cell type abundance and heterogeneity in gene 

Fig. 2  Human breast cancer dataset: A H&E-stained image of the tissue section with spot-level manual 
annotation from pathologists. B Spatial domains detected by iIMPACT, SpaGCN, BayesSpace, BASS, stLearn, 
and MUSE, with the number of clusters to be five. C Estimates (posterior means and credible intervals) of 
domain-specific relative abundance of cell types for the seven cell types observed in the AI-reconstructed 
histology image. D Interactive zones (black asterisk spots) defined by iIMPACT. E Identified interactive zones 
(black asterisk spots) and other boundary areas of tumor domain and its adjacent domain 3, and boxplots of 
gene expression richness for spots in the interactive zone and other boundaries. F Gene enrichment analysis 
between genes detected by iIMPACT, SpaGCN, SpatialDE, and SPARK, and known breast cancer genes from 
the COSMIC database. G Spatial expression patterns of two example spaDEGs, COX6C and ELF3, that were 
only detected by iIMPACT​
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expression compared with neighboring spots with unambiguous domain definition. 
We calculated the gene expression richness at each spot within the tumor boundary, 
immune boundary, and interactive zone, defining it as the percentage of genes exhib-
iting non-zero read counts. Note that this measure was taken at the spot level rather 
than the single-cell level. We observed statistically significant differences among these 
comparisons (Fig. 2E), implying that the identified zones are connected areas between 
tumor and immune domains with a high level of heterogeneity in gene expression and 
complex cellular interactions. By further comparing the gene expressions for these 
groups, we found several known cancer or immune genes with high expression in the 
interactive zones (e.g., GREM1 [35]), suggesting the possible tumor-immune interac-
tions in these zones.

Finally, we asked whether the spaDEGs defined by iIMPACT are more consistent with 
biological knowledge than those from other algorithms, which is an independent eval-
uation step frequently used for validating the clustering approaches on single-cell and 
spatial profiling data [19, 29, 30]. We focused on the tumor-domain specific spaDEGs 
defined by iIMPACT and SpaGCN [19], and SVGs by SpatialDE [29] and SPARK [30], 
respectively, and performed the enrichment analysis by comparing tumor-domain 
spaDEGs or SVGs defined by these four methods with the known breast cancer gene 
set defined in the Catalogue Of Somatic Mutations In Cancer (COSMIC) database. The 
number of genes identified by each method, along with their overlaps with the referenced 
gene set, is detailed in Additional file 1: Table S2. As summarized in Fig. 2F, the tumor-
domain spaDEGs detected by iIMPACT showed higher overlap with the known breast 
cancer gene set than the genes detected by SpaGCN, SpatialDE, and SPARK, respec-
tively, including two example genes that can only be detected by iIMPACT (Fig.  2G): 
COX6C, a known biomarker for the identification of hormone-responsive breast cancer 
[36], and ELF3, an epithelial-specific gene that is a novel therapeutic target of breast can-
cer and has been amplified in early breast cancer [37]. To have an additional diagnosis of 
the spatial signals of those detected genes, we employed Moran’s I [38] statistic to quan-
tify the degree of spatial autocorrelation of gene expression (details in Additional file 1: 
Section S1). Results are shown in Additional file 1: Fig. S5. Genes detected by iIMPACT 
exhibit a notably higher average Moran’s I than those detected by SpaGCN and SPARK 
across various selection thresholds. Additionally, these genes demonstrate a higher aver-
age Moran’s I than the top 1000 SpatialDE-identified SVGs. These results confirm that 
iIMPACT-defined spaDEGs are more closely aligned with established biological knowl-
edge and display a more pronounced spatial expression pattern.

Application to human prostate cancer dataset

To evaluate the performance of iIMPACT in different tissue types, we studied another 
SRT dataset from a human prostate cancer study, which includes 4371 spots and 17,651 
genes. The gene expression was measured on a section from invasive carcinoma of the 
human prostate via the 10x Visium platform. We applied HD-Staining to analyze the his-
tology image of this tissue (Fig. 3A). 259,257 cells were segmented and classified into six 
categories: macrophage, karyorrhexis, tumor cell, lymphocyte, red blood cell, and stro-
mal cell (detailed information in Additional file 1: Fig. S6).
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iIMPACT identified spatial domains that align more closely with the manual anno-
tation than other methods. As shown in Fig. 3B, when the number of spatial domains 
K  set to 5 suggested by the integrated completed likelihood (ICL) plot (Additional 
file 1: Fig. S7), these six methods could identify the domain (marked in green) with 

Fig. 3  Human prostate cancer dataset: A H&E-stained image of the tissue section with spot-level manual 
annotation from pathologists. B Spatial domains detected by iIMPACT, SpaGCN, BayesSpace, BASS, stLearn, 
and MUSE, setting the number of clusters to be five. C Estimates (posterior means and credible intervals) 
of domain-specific relative abundance of cell types for the six cell types observed in the AI-reconstructed 
histology image. D Interactive zones (black asterisk spots) defined by iIMPACT. E Identified interactive zones 
(black asterisk spots) and other boundary areas of domain 2 and domain 3, and boxplots of gene expression 
richness for spots in the interactive zone and other boundaries. F Gene enrichment analysis between genes 
detected by iIMPACT, SpaGCN, SpatialDE, and SPARK, and the known prostate cancer genes from the COSMIC 
database. G Spatial expression patterns of two example spaDEGs, EIF3E and TBL1XR1, that were only detected 
by iIMPACT​
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a high proportion of tumor cells, compared with the spatial distribution of tumor 
cells (Additional file 1: Fig. S6C). Interestingly, iIMPACT could distinguish histology-
based spatial domains with different red blood cell proportions (Fig. 3B, yellow region 
vs. red region). We confirmed that iIMPACT outperformed other methods in spatial 
domain identification, given that there are three morphologically distinguished spatial 
domains: tumor, stroma and partially atrophic changes, and stroma (Additional file 1: 
Fig. S8). We observed that iIMPACT achieved the highest consistency with the man-
ual annotation (ARI = 0.659). Additional file  1: Fig. S9 displays the spatial domains 
identified across the settings of the number of domains K  from 2 to 8, and Additional 
file 1: Fig. S4 shows the corresponding ARI comparisons among different methods.

To demonstrate the interpretability of iIMPACT, we characterized the domain-spe-
cific relative abundance of cell types in Fig. 3C. We observed that domain 1 has a higher 
proportion of tumor cells than other domains, indicating that it is probably the tumor 
domain. Comparing domain 2 with domain 3, we observed that they have a similar pro-
portion of tumor cells, but domain 2 has a higher proportion of immune cells (i.e., lym-
phocyte and macrophage), implying the heterogeneity of immune composition within 
tumors.

In addition, interactive zones can also be defined by iIMPACT (Fig. 3D). By checking 
the interactive zones of domains 2 and 3 and calculating the gene expression richness, 
we observed a clear trend between the interactive zones and the surrounding bounda-
ries, indicating the unique characteristics of interactive zones (Fig. 3E). We further found 
that gene DNAJC5 [39] expressed higher on the identified interactive zones, implying its 
potential relationship with the intermediate areas of immune cell distribution.

We also compared iIMPACT, SpaGCN [19], SpatialDE [29], and SPARK [30] in detect-
ing biologically meaningful genes in this prostate cancer dataset. We confirmed that, for 
tumor-domain (domain 1) specific spaDEGs, iIMPACT outperformed SpaGCN, Spa-
tialDE, and SPARK in detecting known prostate cancer genes from the COSMIC data-
base (Fig.  3F and Additional file  1: Table  S2), illustrating that iIMPACT could detect 
spaDEGs that are biologically relevant. These iIMPACT-defined spaDEGs in tumor 
domains have experimental evidence to support their functional relevance to the devel-
opment of prostate cancer. For example, as shown in Fig. 3G, EIF3E, which is associated 
with increased cell cycle progression and motility in prostate cancer [40], and TBL1XR1, 
which displays an oncogene role for prostate cancer cell proliferation [41]. Based on the 
calculation of Moran’s I (Additional file  1: Fig. S5), genes detected by iIMPACT have 
strong spatial correlation, similar with SpaGCN, and higher than those detected by Spa-
tialDE and SPARK.

Application to human ovarian cancer dataset

The third NGS-based SRT dataset is from a section of human ovarian tumor tis-
sue. This dataset includes 3455 spots and 17,651 genes. The gene expression was 
measured on a section of serous papillary carcinoma from human ovarian via the 
10x Visium platform, with the H&E-stained image shown in Fig.  4A, HD-Staining 
model segmented and classified 211,746 cells in six categories: macrophage, karyor-
rhexis, tumor cell, lymphocyte, red blood cell, and stromal cell (Detailed information 
in Additional file 1: Fig. S10). By utilizing the cell type abundance information from 
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the histology image, we observed that iIMPACT had better performance on spatial 
domain identification. Setting the number of spatial domains to be 5, as suggested by 
the ICL plot (Additional file 1: Fig. S7), iIMPACT could identify the domain (Fig. 4B, 
domain marked in green) with a high proportion of tumor cells, which has a high 

Fig. 4  Human ovarian cancer dataset: A H&E-stained image of the tissue section with spot-level manual 
annotation from pathologists. B Spatial domains detected by iIMPACT, SpaGCN, BayesSpace, BASS, stLearn, 
and MUSE, setting the number of clusters to be five. C Estimates (posterior means and credible intervals) 
of domain-specific relative abundance of cell types for the six cell types observed in the AI-reconstructed 
histology image. D Interactive zones (black asterisk spots) defined by iIMPACT. E Identified interactive zones 
(black asterisk spots) and other boundary areas of tumor domain and its adjacent domain 5, and boxplots 
of gene expression richness for spots in interactive zone and other boundaries. F Gene enrichment analysis 
between genes detected by iIMPACT, SpaGCN, SpatialDE, and SPARK, and the known ovarian cancer genes 
from the COSMIC database. G Spatial expression patterns of two example spaDEGs, BCL6 and CHD4, that were 
only detected by iIMPACT​
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consistency with the tumor region annotated by the pathologist (Additional file 1: Fig. 
S11) and the region with a high amount of tumor cells (Additional file 1: Fig. S10C). 
By comparing the clustering results of six methods (iIMPACT, SpaGCN, BayesSpace, 
BASS, stLearn, and MUSE) with the annotated tumor and benign domains for this 
SRT dataset, we observed a remarkable concordance between the clustering results 
obtained from iIMPACT and the pathologist’s annotations (ARI = 0.967, see Addi-
tional file 1: Fig. S11). Additional file 1: Fig. S12 shows the spatial domains identified 
across the settings of the number of domains K  from 2 to 8.

iIMPACT could also distinguish domains with different red blood cell proportions. 
Figure 4C shows the estimation of the relative abundance of cell types for the five histol-
ogy-based spatial domains. Domain 1 has a higher proportion of tumor cells than other 
domains, indicating that it is likely to be the tumor domain. We further examined the 
interactive zones (Fig. 4D) and compared the interactive zone between domains 1 and 5 
with other boundary spots (Fig. 4E). A significant difference in gene expression richness 
between boundary spots and the interactive zone was observed. Furthermore, we found 
that gene TTLL5 [42] and CLEC12A [43] have a higher expression on the interactive 
zone between domains 1 and 5, which may infer their potential relationship with the 
tumor-immune interaction.

We further detected spaDEGs using iIMPACT and then queried tumor-region 
spaDEGs with the known ovarian cancer gene set defined by the COSMIC database. We 
observed that iIMPACT-defined ovarian cancer spaDEGs showed a higher overlap with 
the known ovarian cancer gene set than that of SpaGCN, SpatialDE, and SPARK (Fig. 4F 
and Additional file 1: Table S2). Moreover, we explored these ovarian cancer spaDEGs 
only defined by iIMPACT and found that many of them possess compelling experimen-
tal evidence substantiating their functional relevance to ovarian cancer. For example, 
our list included BCL6, which displays pro-oncogenic activity in ovarian cancer [44], 
and CHD4, which is associated with apoptosis mediated by cisplatin in ovarian cancer 
cells [45] (Fig. 4G). Additional file 1: Fig. S5 illustrates that the top 1,000 spaDEGs identi-
fied by iIMPACT exhibit greater average Moran’s I values than those identified by other 
methods, indicating a stronger spatial correlation in their expression patterns.

Application to mouse visual cortex STARmap dataset

To demonstrate that iIMPACT is also able to analyze data from imaging-based SRT 
platforms, we applied iIMPACT to a STARmap dataset [11]. This dataset was generated 
from mouse visual cortex, including the hippocampus, corpus callosum, and the neocor-
tical layers. In total, 1020 genes were measured in 1207 cells with 15 cell types. The layer 
structure and cell type distribution of the tissue section provided by the original study 
are displayed in Fig. 5A.

As shown in Fig. 5A, iIMPACT displayed the second accurate clustering results with 
the known layer structure (ARI = 0.592). BASS is designed for single-cell-resolution SRT 
data, thus it had the best performance (ARI = 0.666). We also noticed that implement-
ing iIMPACT on a lower resolution level (grids in Fig. 5A) might reduce the influence 
of noise, thus making the clustering result more robust. We also leveraged iIMPACT to 
identify the interactive zones (Fig. 5B). The majority areas of identified interacting areas 
were boundaries between two adjacent layers.
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We found these iIMPACT-defined spaDEGs are frequently functionally relevant to 
the visual cortex (Fig. 5C and Additional file 1: Table S2). For example, we observed 
Deptor, which is highly expressed and functions in a significant portion of corticos-
triatal and callosal neurons, located in the middle and superficial portions of layer 
5 (L5) [46], and Vamp1, which is ubiquitously expressed and functioned in layer 
III pyramidal neurons in higher-order areas [47] (Fig.  5D). These two genes were 
detected by iIMPACT only.

Fig. 5  Mouse visual cortex STARmap data: A Layer structure of the tissue section from the original study. 
Spatial domains detected by iIMPACT, SpaGCN, BayesSpace, BASS, and stLearn, setting the number of clusters 
to seven (the number of layers). Manually added square lattice grid when fitting iIMPACT is displayed with 
dashed lines. B Interactive zones (black asterisk spots) defined by iIMPACT. C Gene enrichment analysis 
between genes detected by iIMPACT, SpaGCN, SpatialDE, and SPARK, and genes functionally relevant to 
visual cortex for five layers. D Spatial expression patterns and barplots of proportion of non-zero expression of 
two example spaDEGs, Deptor and Vamp3, that were only detected by iIMPACT​
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Discussion
In this paper, we presented iIMPACT, a two-stage statistical method that integrates his-
tology images and molecular profiles. The first stage is a Bayesian finite normal-multino-
mial mixture model for identifying histology-based spatial domains. Numerous methods 
for spatial domain identification necessitate a dimensionality reduction step applied to 
the molecular profile, which compromises the clarity and direct interpretability of the 
identified spatial domains. However, iIMPACT fully leverages cellular-level information 
from histology images to improve clustering performance and increase interpretability. 
The cell type abundance data derived from HD-Staining encompasses comprehensive 
morphological details, such as cell growth pattern, cell–cell interaction, and cell interac-
tion with the surrounding microenvironment, thereby improving the performance. On 
the other side, the latent spatial domain-specific relative abundance of cell types para-
metrized by iIMPACT offers a straightforward and user-friendly approach to define 
and characterize the identified spatial domains. The second stage is a NB regression 
model for detecting domain-specific spaDEGs. From both the simulation study (details 
in Additional file 1: Section S2) and real data analysis, we demonstrated that iIMPACT 
had higher accuracy in identifying spatial domains than published state-of-the-art 
methods due to the integration of histopathology images in iIMPACT. In addition, iIM-
PACT is versatile in analyzing both NGS-based and imaging-based SRT techniques, and 
therefore have broad impacts in the SRT field. Furthermore, iIMPACT has good bio-
logical interpretability to characterize histology-based spatial domains. For example, 
the inferred domain-specific cell-type compositions are consistent with curated annota-
tions, and the interactive zones emphasize the areas with highly heterogeneous cell-type 
composition and gene expression compared with surroundings. Compared with other 
SVG detection methods, iIMPACT-defined spaDEGs are more enriched of known func-
tional genes, confirming that iIMPACT could provide a better understanding of both 
cellular spatial organization and functional gene landscape of developmental and dis-
eased tissues. Last but not least, compared with other methods, we also confirmed that 
iIMPACT is computationally efficient (Additional file 1: Table S3).

In real data applications, we assessed the performance of spatial domain identification 
by measuring the consistency between the identified domains and the manual annota-
tion provided by the pathologists. While we recognize that these manual annotations 
might not perfectly reflect the true segmentation of domains integrating both morpho-
logical and molecular information, using them as a benchmark remains a standard and 
widely accepted practice in spatial domain identification, as established by precedent in 
foundational work [17–19]. Moreover, iIMPACT, alongside other spatial domain iden-
tification methods primarily relying on molecular profiles, exhibits limited capability 
in characterizing regions that are histologically distinct but have similar or low-quality 
gene expression. For instance, for the human breast cancer dataset, none of the methods 
effectively distinguished the fat region (in blue) from the fibrous tissue (in red) as per 
the manual annotation. The constrained number of cells in fat tissue results in a limited 
amount of gene expression measured, leading to low-quality molecular profiles and con-
sequently unsatisfactory performance in the identification of those domains.

iIMPACT, BASS, and BayesSpace utilize a Bayesian mixture model with a Markov 
random field model for the identification of smooth spatial domains based on the SRT 
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molecular profile. Unlike BASS and BayesSpace omit complementary information from 
the paired histology image, iIMPACT integrates cell type abundance derived from the 
image as an additional component. This integration significantly improves the accuracy 
of spatial domain identification (comparison of ARIs in Additional file 1: Table S4) and 
enables the biological interpretability of these domains. Moreover, iIMPACT assumes 
the image and molecular profiles—specifically, cell type abundance and gene expression 
levels—to contribute to spatial clustering, with adjustable weighting to optimize results. 
In contrast, BASS models cell type composition as a hidden layer within its Bayesian 
hierarchical model, asserting a direct probabilistic link between gene expression features 
and latent cell types. Notably, BASS specializes in analyzing imaging-based SRT data, 
which typically achieve the single-cell resolution and supports multi-sample clustering, 
whereas iIMPACT conducts spatial domain identification at the spot resolution, render-
ing it more suitable for analyzing NGS-based SRT data.

Nuclei identification methods for histology image analysis exhibit several limita-
tions that hinder their widespread applicability and accuracy. One primary challenge 
is their generalizability. Most deep-learning-based algorithms require model training 
on high-quality labeled data, making them less adaptable to varied datasets and poten-
tially limiting their generalizability across different tissue types and staining techniques. 
Besides, the performance of these nuclei identification methods may decrease when 
handling overlapping nuclei, where segmentation becomes intricate due to the lack of 
clear boundaries. To address the limitations of existing nuclei identification methods 
and enhance the versatility of iIMPACT, we proposed an alternative approach for the 
data preparation outlined in Additional file 1: Fig. S13. When implementing iIMPACT 
on tissue sections where precise nuclei classification proves challenging using nuclei 
identification methods, we leveraged the outputs from deep-learning-based or statisti-
cal nuclei segmentation methods to derive the nuclei localization, enabling us to deter-
mine the number of nuclei in each spot. Many methods [48–50] exist for isolating cell 
nuclei across various tissue types without relying on manual labeling data for training. 
Subsequently, we recommend using reference-free cell-type deconvolution methods [51] 
to generate the cell type abundance table. This data preparation pipeline was applied to 
additional SRT data, the LIBD human dorsolateral prefrontal cortex (DLPFC) data gen-
erated via 10x Visium [52]. Notably, iIMPACT demonstrated superior performance in 
spatial domain identification under this alternative approach to generate the image pro-
file (Additional file 1: Fig. S14). Details are introduced in Additional file 1: Section S3. 
We also validated this data preparation pipeline on the human breast cancer data, and 
iIMPACT achieved better performance than only utilizing the molecular profile for the 
human breast cancer dataset and similar performance for human prostate and ovarian 
cancer datasets, as shown in Additional file 1: Fig. S15–S17 and Table S5. To leverage the 
histology image more sufficiently and enhance the interpretability of identified domains, 
we suggest obtaining the image profile, i.e., the cell type abundance table, by conducting 
nuclei identification through HD-Staining for cancer tissues. While originally designed 
for lung cancer, HD-Staining has proven effective for breast, prostate, and ovarian can-
cers, as demonstrated in our study, indicating its broader utility. The alternate data prep-
aration pipeline should be reserved for instances where HD-Staining is less effective, 
such as with non-cancerous tissue sections.
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There are several important future extensions for iIMPACT. First, improvement of 
nuclei segmentation and classification methods might further improve the performance 
of iIMPACT and therefore will be our focus in the near future. Second, the number of 
histology-based spatial domains has to be pre-specified when implementing the cur-
rent version of iIMPACT. To automatically estimate the number of spatial domains, we 
plan to replace the proposed Bayesian finite mixture model with a Bayesian nonpara-
metric model, such as the Dirichlet process mixture model [53] or a mixture of finite 
mixture model [54, 55]. Third, iIMPACT’s performance in spatial domain identification 
was less satisfactory when dependent solely on histological image profiles, as shown in 
Additional file 1: Fig. S15–S17. This may be due to the extensive cell-type heterogeneity 
within domains, exemplified in Additional file 1: Fig. S18 for the human breast cancer 
dataset. Thus, integrating molecular information is crucial for effective spatial clustering. 
However, further investigation into better utilization of image profiles is also warranted. 
For instance, cell–cell interaction information can be incorporated into iIMPACT to 
improve the accuracy of histology-based spatial domain identification and increase the 
model interpretability. These future directions could potentially further boost the per-
formance and interpretability of iIMPACT.

Conclusions
In conclusion, we have introduced iIMPACT, a multi-stage method that integrates 
histology image and spatial transcriptomics data to identify histology-based spatial 
domains and detect spatial domain-specific differentially expressed genes. Compared 
with existing methods, iIMPACT improves spatial domain identification accuracy and 
enhances biological interpretability by leveraging cellular-level information from AI-
reconstructed histology images, and identifies spaDEGs enriched with known functional 
genes, making it a powerful tool for spatial transcriptomics analysis.

Methods
In this section, we first define the molecular and geospatial profiles from NGS-based 
SRT data (e.g., spatial transcriptomics and the improved 10 × Visium platform) and the 
image profile from the matching AI-reconstructed histology image. Then we discuss how 
to construct the corresponding profiles from imaging-based SRT (e.g., STARmap) data. 
After that, we detail the statistical models used in the two stages of iIMPACT. Additional 
file 1: Table S6 summarizes all key notations introduced in this section.

Data preparation

Molecular profile Y

In general, the spot-level molecular profile of NGS-based SRT data can be represented 
by an N × P count table C , where each entry cij ∈ N , i = 1, · · · ,N , j = 1, · · · ,P is the 
read count for gene j measured at spot i . To account for nuisance effects across spots, 
including sequencing depth, amplification and dilution efficiency, and reverse transcrip-
tion efficiency, we normalize each read count cij to its relative level cij = cij/si , where si 
is the total sum of counts across all genes at spot i , si =

∑P
j=1cij , although other nor-

malization methods are acceptable. Then, the relative gene expression c̃ij are further log 
transformed to approximately conform to normality. Following the preprocessing steps 
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in BayesSpace [17], we select the top 2000 most highly variable genes in terms of their 
relative expression and perform principal component analysis (PCA), or other dimen-
sion reduction techniques (e.g., t-SNE [56] or UMAP [57]), to obtain the low-dimen-
sional representation of normalized gene expression denoted by an N × P′ matrix Y  , 
where each entry yij ∈ R , i = 1, · · · ,N , j = 1, · · · ,P′ is the value of the j-th top principal 
component (PC) at spot i . We choose to model the PCs in Y  rather than the raw count 
table C to avoid the use of complex finite mixture models with feature selection based on 
cumbersome multivariate distributions. Here, we recommend modeling the top three 
PCs ( P′ = 3 ) for simplicity. A sensitivity analysis on the human breast cancer data (see 
Additional file 1: Fig. S19) shows that larger P′ only provided marginal improvements in 
clustering performance.

Image profile V

To integrate the image profile into iIMPACT, we applied a nuclei segmentation and iden-
tification algorithm, the histology-based digital (HD)-Staining model [23], to extract 
cellular features from images. The HD-Staining model is a trained deep-learning model 
implemented by the mask regional convolutional neural network (Mask R-CNN) archi-
tecture [58] for the tumor morphological microenvironment to segment the nuclei of 
different types of cells, such as immune, tumor, and stromal cells. The model was first 
trained using histology images from lung adenocarcinoma patients in the National Lung 
Screening Trial study, which has nuclei of six different cell types manually labeled by 
pathologists. Although the model was originally trained by lung cancer data, it has been 
improved and verified to be widely adapted to histology image datasets with other can-
cer types, such as breast cancer, head and neck cancer, ovarian cancer, prostate cancer, 
and other carcinomas.

The HD-Staining model takes a batch of high-resolution histology image patches of 
a tissue section as input and simultaneously segments and classifies cell nuclei on this 
image patch. It provides the locations and types for all identified nuclei in the whole 
histology image. To match the molecular information measured at spots, which only 
take less than half area (e.g., the area of all spots in 10x Visium platform is about 38% 
of the whole domain area), we count cells with different types within each spot and its 
expanded area (see Additional file 1: Fig. S20) so that all the cellular information can be 
utilized. The result is summarized into an N × Q count matrix V  , namely cell abundance 
table, where each entry viq ∈ N , i = 1, · · · ,N , q = 1, · · · ,Q is the number of cells with 
type q observed at spot i and its expanded area. iIMPACT leverages the single-cell level 
histology information from the image profile to enhance spatial domain identification.

Geospatial profile G

Spots are the round area of barcoded mRNA capture probes where gene expression is 
measured. The spatial distribution of spots is arrayed on a square or triangular lattice. 
We denote the SRT geospatial profile by an N × 2 matrix T  , where each row t i = (ti1, ti2) 
gives the x and y coordinates of the spot i on a two-dimensional Cartesian plane. ST and 
10 × Visium spots are arranged on square and triangular lattice grids, respectively. Thus, 
defining a neighborhood structure provides an alternative way to represent the geospatial 
profile G . In particular, G is an N × N  binary adjacent matrix, where each entry gii′ = 1 
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if spot i and i′ are neighbors (i.e., the Euclidean distance 
√
(ti1 − ti′1)

2 + (ti2 − ti′2)
2 

between spot i and i′ is less than a threshold) and gii′ = 0 otherwise. Note that each 
diagonal entry gii′ is equal to zero. There are four and six neighbors for each non-bound-
ary spot from the ST and 10 × Visium platforms, respectively. With this neighborhood 
structure G as our geospatial profile, the spatial information can be easily integrated into 
Bayesian cluster analysis via an appropriate prior setting.

Special handling to imaging‑based SRT data

Imaging-based SRT techniques usually have a higher spatial resolution than NGS-based 
SRT techniques, which is capable of profiling mRNA at the single-cell level. Data from 
some imaging-based platforms might provide the spatial distribution and types of cells 
on the tissue section in the original study. To fit iIMPACT to imaging-based SRT data 
such as STARmap [11], we manually add a square lattice grid with appropriate size 
to the whole domain and consider each square unit as a spot (see Fig. 5A). Note that 
those ‘spots’ fill the whole domain; thus, there is no gap between two adjacent spots. 
For STARmap data in the RESULTS section, the grid size was chosen to be 750× 750 
pixels, resulting in N = 170 spots. Each non-boundary spot has four neighboring spots. 
We define G with each entry  gii′ = 1  if spot i and  i′ are neighbors. To construct the 
molecular profile Y  , we first normalize, transform, and reduce the dimension of the gene 
expression counts at the single-cell level, and then average the resulting values across all 
cells within each spot. To obtain the “image” profile V  , we directly count the cells with 
different types in each spot.

Stage I: a Bayesian normal‑multinomial mixture model for identifying histology‑based 

spatial domains

The first stage of iIMPACT is to use a Bayesian finite mixture model to partition the 
whole domain into K  mutually exclusive histology-based spatial domains. In general, a 
finite mixture model [59] generates random variables from a weighted sum of K  inde-
pendent distributions that belong to the same parametric family,

where z = (z1, · · · , zN )
T denotes the latent variables specifying the identity of the mix-

ture component fk , characterized by θk , to each observation xi . In the context of this 
paper, xi =

{
yi ∈ R

P′
, vi ∈ N

Q
}

 represents the observed molecular and image profiling 

data, and zi = k indicates that spot i belongs to histology-based spatial domain k . Since 
there are two modalities Y  and V  , we decompose the mixture component fk into two 
sub-components described below. In addition, we incorporate the information from the 
geospatial profile G into the prior placed over the auxiliary variable z , encouraging the 
neighboring spots to be in the same histology-based spatial domain.

Modeling the molecular profile Y

We use a multivariate normal (MN) sub-component for modeling the low-dimensional 
gene expression yi at spot i:

f (xi|z, θ1, · · · , θK ) =
∑K

k=1
π(zi = k)fk(xi|zi = k , θk),
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where µk = (µk1, . . . ,µkP′)
T,µkp ∈ R is the domain-specific mean vector and �k is the 

P′ × P′ domain-specific variance–covariance matrix, requiring positive definiteness. For 
computational efficiency, we specify a normal prior for µk conditional on �k , and an 
inverse-Wishart (IW) prior for �k , i.e., µk |�k ∼ MN(ν0,�k/τ0) and �k ∼ IW(η0,�0) . 
This conjugate setting leads to analytically tractable posterior distributions on µk and 
�k . Here, ν0 , τ0 , η0 , and �0 are fixed hyperparameters. We set ν0 to be the empirical mean 
vector over all spots and τ0 = 0.01 to provide a weak prior information so that the data 
itself would dominate the estimation of µk . We set the degree of freedom parameter 
η0 = P′ + 1 , controlling the informative strength, and the scale matrix �0 to be the iden-
tity matrix. Let nk =

∑N
i=1I(zi = k) and yk = 1

nk

∑N
i=1I(zi = k)yi , the closed-form poste-

rior distributions are µk |�k ,Y ∼ MN(νk ,�k/τk) and �k |Y ∼ IW(ηk ,�k) , where 
τk = τ0 + nk , ηk = η0 + nk , νk = (τ 0ν0 + nkyk)/(nk + τ0) , 
�k = �0 +

∑N
i=1I(zi = k)

(
yi − yk

)T(
yi − yk

)
+

nkτ0
τ0+nk

(
yk − ν0

)T(
yk − ν0

)
.

Suppose we choose PCA to perform an orthogonal projection of the scaled and nor-
malized SRT molecular profiling data, we can further set all off-diagonal entries in �k 
to be zero, i.e., σkpp′ = 0, ∀p �= p′ . In this case, the multivariate normal model can be 
decomposed into a product of P′ independent normal model,

where σ 2
k =

(
σ 2
k1, . . . , σ

2
kP′

)T is the set of diagonal entries in �k . The conjugate setting for 
each dimension becomes a normal-inverse-gamma (IG) distribution [60], 
µkp|σ

2
kp ∼ N(0, σ 2

kp/τ0) and σ 2
kp ∼ IG(ν0/2,�0/2) , resulting in the closed-form posteri-

ors µkp|σ
2
kp ∼ N(0, σ 2

kp/τk) and σ 2
kp ∼ IG(νk/2,�k/2) , where τk = τ0 + nk , ηk = η0 + nk , 

and �k = �0 +
∑N

i=1I(zi = k)
(
yip − ykp

)2
+

nkτ0
τ0+nk

ykp
2 . One standard way of setting a 

weakly informative IG prior is to choose small values of both parameters, such as 
ν0/2 = �0/2 = 0.1.

Modeling the image profile V

We use a multinomial sub-component for modeling the number of cells with different 
types vi within spot i and its expanded area:

where mi =
∑Q

q=1viq is the total number of cells observed within the area and 
ωk =

(
ωk1, . . . ,ωkQ

)T is defined on a Q-dimensional simplex (i.e., ωkq > 0 , ∀q and 
∑Q

q=1ωkq = 1 ), representing the underlying relative abundance of cell types in histology-
based spatial domain k . Of particular note is that ω1, · · · ,ωK  are the parameters of key 
interest in iIMPACT, because it can be used to interpret or even define the identified 
histology-based spatial domains. For example, if a histology-based spatial domain is 
heavily dominated by cell type q , i.e., ωkq ≫ ωkq′, ∀q

′ , then it could be named after cell 
type q . Note that cell type abundance is assumed to be homogeneous across the same 

yi|zi = k ,µk ,�k ∼ MN
(
µk ,�k

)
,

yi|zi = k ,µk , σ
2
k ∼

∏P′

p=1
N
(
µkp, σ

2
kp

)
,

vi|zi = k ,ωk ∼ Multi(mi,ωk),
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histology-based spatial domain. For computational efficiency, we specify a Dirichlet 
prior setting for ωk , i.e., ωk ∼ Dir(α0) , where α0 =

(
α01, . . . ,α0Q

)T
,α0q ∈ R

+ are fixed 
hyperparameters. This conjugate setting leads to an analytically tractable posterior dis-
tribution on ωk |V ∼ Dir(αk) with each entry αkq = α0q +

∑N
i=1I(zi = k)viq . We recom-

mend α01 = · · · = α0Q = 1/2 or 1 for a non or weakly informative setting.

Incorporating the geospatial profile G

To utilize the available spatial information in the geospatial profile, we employ a Markov 
random field prior [33, 34] on the histology-based spatial domain indicator z , encouraging 
neighboring spots to be clustered into the same histology-based spatial domain:

where z−i denotes the set of all entries in z excluding the i th one, the hyperparameters 
d = (d1, · · · , dN )

T control the number of spots belonging to each of the K  histology-
based spatial domains and f ∈ R

+ controls the spatial dependency or smoothness. Note 
that if a spot has no neighbors, the above prior distribution reduces to a multinomial 
distribution, zi = k ∼ Multi

(
N , exp(d)/

∑K
k=1exp(dk)

)
 . Although the larger the f  , the 

smoother the pattern of spatial domains, careful determination of f  is required. This is 
because a large value of f  may lead to a phase transition problem (i.e., all spots are 
assigned to the same histology-based spatial domain). In this paper, we choose 
d1 = · · · = dK = 1 and f = 1 by default, as this setting performs very well in the simula-
tion study and yields reasonable results in our real data analysis.

Posterior sampling via MCMC algorithm

iIMPACT integrates the molecular, image, and geospatial profiles to partition the whole 
domain into K  biologically meaningful spatial domains. Because the low-dimensional 
molecular profile Y  and AI-reconstructed image profile V  are generated from different 
sources, they are conditionally independent of each other. Thus, we define the mixture 
component

where the tuning parameter w ∈ [0,1] controls the image profile’s contribution to the 
clustering process, with respect to that of the molecular profile. Parameterizing the data 
likelihood above by decreasing w will result in a flatter multinomial distribution, thus 
downplaying the role of the image profile. When w = 0 , iIMPACT will not depend on 
any cell type abundance information. We conducted a sensitivity analysis to search for 
the best choice of w . Our result suggests setting w = 0.05 and 0.5 for 10 × Visium and 
STARmap data, respectively (see Additional file 1: Fig. S21). Note that in addition to the 
SRT platform and application, we should also consider the image and molecular profiles’ 
dimensionalities (i.e., Q and P′ ) to determine the value of w with some degree of caution. 
Finally, we give the full posterior distribution as,

π(zi = k|z−i) ∝ exp(dk + f
∑N

i′=1
gii′I(zi′ = k))

(1)
fk
(
xi =

{
yi, vi

}
|zi = k , θk =

{
µk ,�k ,ωk

})
= MN

(
yi;µk ,�k

)
Multi(vi;mi,ωk)

w
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To identify histology-based spatial domains, the posterior distribution of zi will be 
of direct interest to us, given by

The individual quantities of all possible values of zi are first computed and then 
summed to find the normalization constant e =

∑K
k=1π(zi = k|•) . A new value of zi can 

be drawn from a multinomial distribution Multi(1, (π(zi = 1|•)/e,· · · ,π(zi = K |•)/e)T
)
 . 

For any particular domain-specific parameters, i.e., µk ,�k ,ωk , we only require the par-
tial data likelihood in estimating its posterior density as detailed before. Since the pos-
terior conditional distributions for all parameters are in closed form, it is 
straightforward to use a Gibbs sampler, a type of Markov chain Monte Carlo (MCMC) 
algorithm, to obtain a sequence of observations approximated from the multivariate 
distribution π

(
z,µ1, · · · ,µk ,�1, · · · ,�k ,ω1· · ·ωk |V ,Y

)
 (details in Additional file  1: 

Section S4). Consequently, the posterior inference can be made by post-processing the 
MCMC samples, such as 

{
z(1), · · · , z(U)

}
 and 

{
ω
(1)
k , · · · ,ω

(U)

k

}
 , where u indexes the 

MCMC iteration and U  is the total number of iterations after burn-in.
In any finite mixture model, the invariance of the likelihood under permutation of 

the cluster labels z may result in an identifiability problem, leading to symmetric and 
multimodal posterior distributions with up to K ! copies of each genuine model. What 
is worse, it will also complicate inference on other parameters. To address this issue, 
we impose an order restriction on the posterior samples of parameters ω1· · ·ωk based 
on a given cell type q . In particular, at each iteration u , we relabel z and switch all the 
related domain-specific parameters of the MCMC outputs to satisfy the constraint 
ω
(u)
kq > ω

(u)
k′q for cluster indicator k < k ′ . In other words, the first histology-based spa-

tial domain has the largest proportion of cell type q , while histology-based spatial 
domain K  has the small proportion of cell type q.

Identifying histology‑based spatial domains and interactive zones

Our primary interest lies in identifying histology-based spatial domains via making 
inferences on the spatial domain indicator vector z . Here we apply the mode esti-
mates [61] based on the marginal probabilities π(zi = k|·) ≈ 1

U

∑U
u=1I(z

(u)
i = k) . The 

estimate of ẑi can be obtained by selecting the highest value:

Uncertainty quantification is one advantage of the proposed Bayesian finite mixture 
model. For example, if the marginal probability of assigning spot i to histology-based 
spatial domain k is considerably high, e.g., π(zi = k|·) ≥ 0.9, then we are confident 
about the assignment. However, if some marginal probabilities are almost equivalent 
or there is no significant mode for a spot, e.g., π(zi = k|·) < 0.9, ∀k , then we tend not 

π
(
z,µ1, · · · ,µk ,�1, · · · ,�k ,ω1· · ·ωk |V ,Y

)
∝ π(z)

∏K

k=1
MN

(
µk; ν0,

�k

τ0

)

IW(�k; η0,�0)Dir(ωk;α0)
w ×

∏K

k=1

∏
{i:zi=k}

MN
(
yi;µk ,�k

)
Multi(vi;mi,ωk)

w
.

π(zi = k|•) ∝ MN
(
yi;µk ,�k

)
Multi(vi;mi,ωk)

w×exp

(
dk + f

∑N

i′=1
gii′I(zi′ = k)

)
.

ẑi = argmaxkπ(zi = k|·) ≈ argmaxk I
(
z
(u)
i = k

)
.
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to assign the spot to any histology-based spatial domains. Instead, we define the spot 
as the boundary spot, and the resulting connected area as the interactive zone.

Interpreting and defining histology‑based spatial domains

The domain-specific relative abundance of cell types ω1, · · · ,ωK  are another group of 
parameters of interest in our model, because it can be used to interpret or even define 
the identified histology-based spatial domains. We use the posterior mean as the 
estimate,

averaging over all its MCMC samples. Additionally, the credible interval for each ωkq can 
be approximated by its post-burn-in MCMC sample quantiles. Note that the MCMC 
samples can also be used to approximate any other quantity of interest that analytical 
solution is impossible, e.g., π

(
ωkq > ωk′q

∣∣·
)
 for some k , k ′ , and q.

Choosing the number of histology-based spatial domains K.
The number of histology-based spatial domain K  can be determined by prior biologi-

cal knowledge when available. In the absence of this information, we could apply the 
integrated completed likelihood (ICL) [62] as the criterion for selecting K  . The ICL is 
calculated using the following:

where L
(
Y ,V , ẑ|µ̂1, · · · , µ̂K , �̂1, · · · , �̂K , ω̂1, · · · , ω̂K

)
 is complete data likelihood, i.e., 

the product of Eq.  (1) over i , and d = 2KP′ + K (Q − 1) is the total number of model 
parameters.

Stage II: a generalized linear regression model for detecting spaDEGs

To test if each gene is differentially expressed among those identified histology-based 
spatial domains in Stage I of iIMPACT, we use a generalized linear regression model, 
where the response variable is gene expression counts, and the predictor variables are 
the histology-based spatial domain indicators. In particular, we assume that all read 
counts from a gene j across different spots indexed by i are from an NB distribution:

where si is the size factor of spot i , ψj is the over-dispersion parameter of gene j , and 
�ij is the underlying normalized expression level for gene j at spot i . We further use the 
canonical link,

which is typically used in the Poisson and NB regression models. Here, 
xi,k = I(zi = k) is a binary indicator. If spot i is assigned to histology-based spatial 
domain k in Stage I of iIMPACT, then xi,k = 1 ; otherwise, xi,k = 0 . Thus, we can inter-
pret the intercept αj,k as the baseline expression level of gene j in the whole domain 

ω̂kq = E
[
ωkq|·

]
≈

1

U

∑U

u=1
ω
(u)
kq ,

ICL(K ) = −2log
(
L
(
Y ,V , ẑ|µ̂1, · · · , µ̂K , �̂1, · · · , �̂K , ω̂1, · · · , ω̂K

))
+ dlog(n),

cij ∼ NB
(
si�ij ,ψj

)
, i = 1, · · · ,N

�ij = αj,k + βj,kxi,k ,
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excluding histology-based spatial domain k , and the slope βj,k as the differential 
expression level of gene j in histology-based spatial domain k as a shift from the base-
line. With this modeling framework, spaDEGs, which are differentially expressed in a 
given histology-based spatial domain k compared with all other domains, can be iden-
tified via testing the null hypothesis H0 : βj,k = 0 versus the alternative Hα : βj,k �= 0 . 
For those genes whose resulting adjusted p-values are less than a significance level 
(e.g., 0.05 ), we define them as domain-k-specific spatially variable genes. To control 
the false discovery rate, the Benjamini and Hochberg method [63] needs to be applied 
to adjust p-values. The above NB regression model is fitted via the function glm.nb in 
the R package MASS [64].
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